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Abstract

This paper presents a model and algorithms for the reflection of
the ambient light. Simplifying the rendering equation we derive an
ambient transfer function that expresses the response of the surface
and its neighborhood to ambient lighting, taking into account mul-
tiple reflection effects. The ambient transfer function is built on the
obscurances of the point. If we make assumptions that the material
properties are locally homogenous and incorporate a real-time ob-
scurances algorithms, then the proposed ambient transfer can also
be evaluated in real-time. Our model is physically based and thus
can not only provide better results than empirical ambient occlusion
techniques at the same cost, but also reveals where tradeoffs can be
found between accuracy and efficiency.

1 Introduction

In computer graphics, materials are usually defined by their BRDFs
that describe the optical response to point or directional illumina-
tion. However, in real life the indirect illumination caused by mul-
tiple reflections on distant surfaces acts more like a sky light source
with roughly uniform intensity in different directions.

The optical response to unoccluded homogeneous illumination is
the albedo, which can be obtained from the BRDF by integration.
If occlusions can also happen, we should consider that the illumi-
nation cannot take effect in directions where the source is occluded
by the same surface or other objects. Occlusion factors can be pre-
computed for static scenes or approximated on-line as proposed by
real-time ambient occlusion methods. These methods play the role
of shadow algorithms for ambient lighting. Both classical shadow
mapping used for point and directional lights and ambient occlu-
sion overdo their role in the sense that they completely eliminate
lighting at surfaces that are not directly visible from the sources,
making these surfaces darker than they should be. In case of point
or directional lights, to compensate this darkening in an efficient
way, the classical ambient lighting model is used. To extend the
compensation for ambient occlusion as well, its definition should
be generalized and made more similar to global illumination ap-
proaches.

According to the intuition that the albedo is the integrated BRDF
and the ambient occlusion is the integrated visibility factor of shad-
owing algorithms, we can follow the line of the research on BRDF
modeling and visibility computation. However, it is worth also con-
sidering techniques that directly attack the ambient lighting.

This paper focuses on the fast computation of the reflection of the
ambient light. We shall assume that the primary source of illumi-
nation in the scene is a homogeneous sky light source of intensity
L%. Our approach is approximate but is physically based. That is,
we derive our model from the rendering equation applying a series
of approximations. This derivation has not only theoretical interest,
but also shows the intimate relationship of the approximate and the
physical models and opens new directions for other compromises
between accuracy and the cost of evaluation. In this respect, our
model is the first that finds a bridge between obscurances or ambi-
ent occlusion and the rendering equation.
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2 Previous work

The oldest ambient lighting model assumes that ambient light L¢
is constant at all points and directions, and a point reflects k,L*
intensity. Since this model ignores the geometry of the scene, the
resulting images are plain and do not have a 3D appearance. A
physically correct approach would be the solution of the render-
ing equation that can take into account all factors missing in the
classical ambient lighting model. However, this approach is too ex-
pensive computationally when dynamic scenes need to be rendered
in real-time.

Instead of working with the rendering equation, local approaches
examine only a neighborhood of the shaded point. The obscurances
method [Zhukov et al. 1998; Iones et al. 2003] computes just how
“open” the scene is in the neighborhood of a point, and scales the
ambient light accordingly. The method called ambient occlusion
[Hayden 2002; Pharr and Green 2004; Kontkanen and Aila 2006]
also approximates the solid angle and the average direction where
the neighborhood is open, thus we can use environment map illu-
mination instead of the ambient light. In the spectral obscurances
method the average spectral reflectivities of the neighborhood and
the whole scene are also taken into account, thus even color bleed-
ing effects can be cheaply simulated [Mendez et al. 2005; Bunnel
2005].

The ambient occlusion and obscurances are usually off-line meth-
ods, which store the result in a texture. Applying simplifications,
however, real-time generation is also possible. Since ambient oc-
clusion is the “integrated local visibility”, real-time ambient occlu-
sion methods rely on scene representations where the visibility can
be easily determined. These scene representations include the ap-
proximation of surfaces by disks [Bunnel 2005; Hoberock and Jia
2007] or spheres [Shanmugam and Arikan 2007]. Alternatively, a
cube map or a depth map [Luft et al. 2006; Mittring 2007; Sainz
2008] rendered from the camera can also be considered as a sam-
pled representation of the scene. Since these maps are already in
the texture memory of the GPU, a fragment shader program can
check the visibility for many directions. The method called screen-
space ambient occlusion [Mittring 2007] took the difference of the
depth values. Depth differences were obtained in tangent space and
an efficient importance sampling scheme has been developed for
screen-space ambient occlusion in [Téth et al. 2009]. Horizon split
ambient occlusion [Sainz 2008] generated and evaluated a horizon
map [Max 1988] on the fly. A very recent work combined ambi-
ent occlusion with the one-bounce direct lighting and addressed the
artifacts of screen-space ambient occlusion methods by rendering
multiple depth layers or images [Ritschel et al. 2009].

Obscurances and ambient occlusion describe the openness or acces-
sibility of a point with the size of that part of the directional hemi-
sphere, which corresponds to occluded directions. Other definitions
are also feasible, which can result in simpler and more efficient
evaluations. For example, the occlusion can also be defined by that
volume of a tangent sphere which is in the open region [Szirmay-
Kalos et al. 2009].

Obscurances and ambient occlusion became popular also in ren-
dering volumetric models [Rezk-Salama 2007; Hernell et al. 2007;
Diaz et al. 2008; Ruiz et al. 2008; Ropinski et al. 2008].



Notation Meaning
X surface point where the radiance is computed
y point on the occluder surface
d distance between X and y
R maximum distance of considered occlusion
I0) direction from ¥ to ¥
r parameter of the ray of origin X and direction @
0 angle between the surface normal at X and @
Q illumination hemisphere
L"(%) reflected radiance
L"(%,@) | incident radiance of point ¥ from direction
L4 ambient light intensity
(@) diffuse BRDF
a(X) albedo
O(X) obscurances
W(X) ambient transfer function
u(d) fuzzy membership of occluders at distance d
e(d) step function which is 1 if d > 0 and 0 otherwise

Table 1: Notations of the paper.

3 A general ambient illumination model

For the sake of simplicity, let us assume that the surfaces are diffuse.
According to the rendering equation, the reflected radiance L" in
point X can be obtained as:

L'(X)= [ L"Z ®)f(¥)cos Odw, 1)
Q

where f,(¥) is the BRDF, and cos™ 0 is a geometric term. If in-
cident angle 0 is greater than 90 degrees, — i.e. the light illumi-
nates the “back” of the surface — then the negative cosine value
should be replaced by zero, which is indicated by superscript T in
cos™. Due to occlusions or multiple scattering, incident illumina-
tion L' (¥, @) at point X and direction @ is not necessarily equal to
ambient intensity L%.

The integrand of the rendering equation depends on three factors,
the incident illumination, the material properties, and the local ge-
ometry. In order to decompose the reflected radiance integral ac-
cording to these factors, we rewrite the integral in the following
form:
L'(X)=a(X)-W(¥) L, 2)
where )
a(®) = [ (%) cos" bdo = fi (D
Q

is the albedo of the surface and W (X) is the ambient transfer func-
tion of the ambient light:

W(x) = / L&d) 7@ cosT 0dw.
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Note that this factor is defined separately on each wavelength. If
the ambient light intensity is zero at a wavelength, then this formula
includes 0/0 factors. These factors should be replaced by O for the
correct interpretation.

The ambient transfer function defined by equation 3 needs incident
radiance L™ from direction @. If point ¥ is visible from X at direc-
tion @, and the space is not filled with participating media, then the
incident radiance is equal to the exiting radiance L"(¥) of point ¥.
If no surface is seen, then shaded point X is said to be open in this
direction, and the incident radiance is L¢.

However, this does not meet our intuition and everyday experience
that the effect of far surfaces is replaced by their average. This
experience is due to that the real space is not empty but is filled
by participating media. If the space also contains homogeneous
participating media, then the radiance along a ray of direction @
changes according to the volumetric rendering equation:

dL(r, ®)

t (7[) S/ i(7[",) ( /7[) [‘/7
d}"
Q

where r is the ray parameter, o; is the extinction coefficient repre-
senting the probability of photon—material collisions in a unit dis-
tance, Oy is the scattering coefficient, which equals to the probabil-
ity that collision happened and the photon is reflected, and phase
function P(@’, @) is the probability density of the reflection direc-
tion.

Assuming that incident radiance L™ can be different from the am-
bient intensity only at the surfaces, the integral of the in-scattering
term can be simplified:

/ L"(r, & )P(&,®)do — / [P(&, ®)da = L.
Q Q
Thus the volumetric rendering equation gets the following form:

dL(r, & ~
dL(r @) = —0;L(r, ®) + o5L°.
dr
The solution of this differential equation can be given in closed
form: .
L(r,®) =e “"L(0,0)+ ;*‘L“ (1—e9").
t

As we wish to have ambient intensity everywhere in an “empty”
scene, we must choose non-absorbing media, i.e. 6; = ;. Indeed,
in this case the L(0, @) = L? boundary condition results in solution
L(r,®) = L* everywhere.

Now let us consider surfaces that provide the boundary conditions
for the volumetric rendering equation. If surface point ¥ is visible at
direction @ with reflected radiance L"(¥), then the incident radiance
at point X being at distance d is

L"(%,®) = e %L (7) + L (1 - e*@d) .

Note that in this equation, factor y(d) = 1 — e~ %< and its comple-
ment 1 — u(d) = e~ %< express the effects of the ambient lighting
and of the occluder on shaded point X, respectively. This effect of
the occluder diminishes with the distance. Considering that if there
is no participating media, in open directions the incident radiance
is the ambient intensity and in closed directions the radiance of the
occluder, function u is a fuzzy measure that defines how strongly
direction @ belongs to the set of open directions based on distance
d of the occlusion at this direction.

The exponential function derived from the physical analogy has a
significant drawback [Iones et al. 2003]. As it is non-zero for ar-
bitrarily large distances, very distant surfaces need to be consid-
ered that otherwise have negligible effect. Thus, for practical fuzzy
measures we use functions that are non-negative, monotonically in-
creasing from zero and reach 1 at finite distance R. This allows the
consideration of only those occlusions that are nearby, i.e. closer
than R. The particular value of R can be set by the application de-
veloper. When we increase this value, shadows due to ambient oc-
clusions get larger and softer. For example, Mendez et al. [Mendez
et al. 2005] proposed the following function

d
u(d) = \/; if d < R and 1 otherwise,
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Figure 1: Example fuzzy membership functions. Classical ambient
occlusion uses a non-fuzzy separation. The localized square root
is a good compromise between the global exponential and the non-
fuzzy separation.

but any other non-negative, monotonously increasing function can
be used, which is 1 if d is sufficiently large, i.e. when d is greater
than the radius R of the considered neighborhood (Figure 1).

With the fuzzy measure, the ambient transfer function can be writ-
ten in the following form:

W(E) = %/u(d(a)))coﬁ odo+
Q

%/(1 fu(d(&'))))%g@))coﬁ fdw. @)
Q

The first term is the obscurances value [Zhukov et al. 1998; Iones
et al. 2003] of point X:

o) = % / w(d(@))cos™ Odaw. 5)
Q

Ambient occlusion can also be obtained as a special case of obscu-
rances setting the membership function to zero if the distance is
smaller than R and 1 otherwise (Figure 1).

The second integral represents global illumination effects, i.e. ad-
ditional light bounces, and contains the radiance of the occluder
L"(¥). According to equation 2, the reflected radiance at ¥ can be
expressed by the ambient transfer function as

L'(y) = a(y)-W() - L.

Thus, substituting this into equation 4 we obtain a recursive formu-
lation for the ambient reflectivity:

- o, L _ - o
W) = 000+ [(1-1(d(@))ali(3) W (@) cos” 6do.
Q
If the neighborhood is sufficiently small, then W (¥) is similar to

W (X), thus we can write:

W) ~ 00+ [ (1~ 1(d(@)))ali(@)W () cos” 0o,
Q

from which the ambient transfer function is
O(%
WD~ — i —
1- ES{(I —u(d(®)))a(F(®))cost Bdw

Ju(d(@))cost Bdw
Q

7 [~ K(@)a(5(@) eos” 00’

(6)

Let us interpret this formula. If the albedo is small, then the ambient
transfer function is similar to the obscurances value. However, if

the albedo is close to 1, then the ambient transfer function gets also
close to 1, reducing the darkening of obscurances. For example,
the corners of white rooms will not be darker than the wall itself,
which corresponds to our everyday observations. This phenomenon
is well known by skiers. In cloudy and foggy weather, the scratches
and bumps of the high albedo snow become invisible.

The ambient transfer function depends on two directional integrals,
thus its efficient evaluation requires fast algorithms to estimate
these integrals.

4 Computing the directional integrals

The evaluation of the directional integrals in equation 6 requires
rays to be traced in many directions, which is rather costly. We
transform this directional integral to replace the expensive ray trac-
ing operation by a simple containment test, provided that neighbor-
hood R is small enough to allow the assumption that the ray inter-
sects the surface at most once in interval [0,R]. This assumption
imposes restrictions on the surface curvature.

outer part ray 1 has intersection

<

ray 2 has no

intersection .
inner part

ray 3 hasintersection

Figure 2: Replacing ray tracing by containment tests. If all test
points along a ray at distance less than R from the shaded point
is in the same region as the origin of the ray, then the ray has not
intersected the surface. Instead of testing all points, we sample just
a few points on the ray

To formalize the containment test, let us assume that the surfaces
subdivide the space into an outer part where the camera is and to
inner parts that cannot be reached from the camera without crossing
the surface. We define characteristic function %y(p) that is 1 if
point 7 is an outer point and zero otherwise. The boundary between
the inner and outer parts, i.e. the surfaces, belong to the inner part
by definition (Figure 2).

Characteristic function .%(p) is easy to define for height fields and
displacement mapped surfaces (Figure 3). As proposed in the con-
text of the screen-space ambient occlusion methods [Mittring 2007;
Sainz 2008], the content of the z-buffer provides an inner—outer dis-
tinction since it can also be considered as a height field. If a point
is reported to be occluded by the depth map, then surfaces separate
this point from the eye, thus its characteristic value is zero. If the
point would pass the depth test, then it is in the same region as the
eye, so it gets value 1. In this case, the projection onto the surface
would be the point that is represented by the pixel coordinates and
the content of the z-buffer.

In order to evaluate the obscurances integral using containment
tests, we express it as a three dimensional integral. For a point
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Figure 3: Two examples for the definition of the characteristic func-
tion. Outer regions where %) = 1 are blank, inner regions where
Fo = 0 are filled.

at distance d, fuzzy measure 1 (d) can be found by integrating its
derivative y’ from 0 to d since pt(0) = 0. Then the integration do-
main can be extended from d to R by multiplying the integrand by
a step function which replaces the derivative by zero when the dis-
tance is greater than d:

where €(x) is the step function, which is 1 if x > 0 and zero oth-
erwise. Similarly, for the complement of the fuzzy membership
function, we can write:

R R
1—u(d)= / [,L'(r)dr = (//,L/(r)(l —e(d—r))dr.
d 0

Substituting these integrals into the ambient transfer function, we
get

.Iff.u/(r)s(d(&’)) —r)cos™ Odwdr
W(X) ~ = 0Q .
ﬂ*({éu’(r)(l —&(d(®) — r))a(F(®)) cosT Bdwdr

Let us consider a ray of equation X + @r where shaded point ¥ is
the origin, @ is the direction, and distance r is the ray parameter.
Condition &(d(@) — r) = 1 means that no intersection happened
closer than r, which is equivalent to the condition that none of the
points between the ray origin and X+ @r is in the inner region.
Instead of checking all points on the ray, this condition is checked
for a few, say m samples that are uniformly distributed between
the ray origin and point X4+ @r. These uniformly distributed points
are X+ @r/m, X+ &r2/m, ..., X+ @r. As I (X + @ri/m) indicates
that the ith point in the outer region, the condition that none of the
points is in the inner region is indicated by the product of the point
indicators. Thus we can approximate €(d(®) — r) as

m .
e(d(®) —r)~ 7 (F+6r) =[] % (55+ a)ri) .
i=1 m
In practice the number of samples m along a ray is set to 1 or 2.

The albedo a(¥) at the hit point of the occluder surface is relevant
only if occlusion happens, i.e. when (d(®) —r) = S (X+ &r) =

0. According to the model, we would need that point ¥ where
& (¥+ @r) changes, but it is difficult to find and does not fit to
the concept of replacing ray-intersection calculation by contain-
ment test. Thus we approximately replace ¥ by the projection of
that point which is first tested positively for occlusion onto the sur-
face, which is denoted by a(¥+ @r).

With the inner—outer characterization and the approximation of the
albedo, the ambient transfer function is

R

[ [ (r)F (¥+ dr)cos™ Odwdr

W(¥X) ~ 0Q

”_ffﬂl(”)(l — (X4 @r))d(x+ @r)cost Odwdr
00
@)

4.1 Quasi-Monte Carlo integration

In order to provide the ambient transfer values in real-time, the in-
tegrals of equation 7 should be accurately estimated with just a few,
carefully selected samples. We have two integrals, one in the enu-
merator, and the other in the denominator. Both of them are esti-
mated using the same samples, thus their estimation errors will be
correlated. As we compute their ratio, the division will well com-
pensate the correlated error as suggested by weighted importance
sampling [Powell and Swann 1966].

The careful sampling starts with a uniform series (&, &y, &;);,i =
1...n in the unit cube, which is then transformed to mimic the
integrand according to the concepts of importance sampling. We
sampled the uniform series (&,,&y,&;); from the Poisson disc dis-
tribution due to its superior uniformness and blue-noise properties.
Samples distributed with the Poisson disc distribution is obtained
by iterative Lloyd-relaxation [Lloyd 1982].

The uniform series is transformed to directions and distances. Un-
fortunately, it is impossible to make the target density exactly pro-
portional to the integrand, thus we aim at a sampling density that is
equal to only two integrand factors

. cost O
p(@,r)=p'(r) :

We use the first two coordinates (&, &,) to find the direction of
cosine distribution:

@ =T cos(2mEy) /&, +§sin(2ﬂ§x)\/gy+ﬁ 1-§,,

where T, E, and N , are the tangent, binormal, and normal vectors,
respectively. Having found a cosine distributed point on the unit
hemisphere, distance 7 is obtained with density u’(r), transforming

Eoasr=p (&)

Note that the generation of the Poisson disc distribution and the
transformation of the sample points are rather expensive computa-
tionally, but in our case the number of samples 7 is small, and the
series should be generated only once. These pre-computed values
are hardwired into the program code, that is, we obtain n samples
(@, r;) with the discussed procedure, and values

(Xi,Y:,Zi) = @yri ®)
are stored in a file or as constants in the program.

When starting the application, samples are passed to the fragment
shader as a constant array. The fragment shader computes test
points from these as

Pi =%+ XT +Y:B+ZN



where 7', B, and N, are the tangent, binormal, and normal vectors,
respectively. The test points are included into the quadrature of the
ambient transfer function:

o 7 ()
WO~ T (= G)ya)

©)

This requires m - n containment tests for the generated points and av-
eraging both in the numerator and denominator. It also makes sense
to replace the albedo in this formula by the radiance stored in the
pixel. This replacement would include the effect of the directional
and point lights in the indirect illumination.

4.2 Noise reduction with interleaved sampling

The quasi-Monte Carlo quadrature has some error in each pixel,
which depends on the particular samples used in the quadrature.
If we used different quasi-random numbers in neighboring pixels,
then dot noise would show up. Using the same quasi-random num-
bers in every pixel would make the error correlated and replace dot
noise by “stripes”. Unfortunately, both stripes and pixel noise are
quite disturbing.

Sampled neighborhood

Periodic pattern

Figure 4: Interleaved sampling. In this figure colors represent
quasi-random sequences. Note that an arbitrary 4 x 4 square in-
cludes all colors, thus all different quasi-random sequences are rep-
resented.

In order to reduce the error without taking excessive number of
samples, we apply interleaved sampling [Keller and Heidrich 2001]
that uses different sets of samples in the pixels of a 4 x 4 pixel
pattern, and repeat the same sample structure periodically. The 16
different sample sets can be obtained from a single set by a rotation
around the surface normal vector by random angle . The rotation
is executed in the fragment shader that gets 16 (cos @, sin &) pairs in
addition to quasi-random samples (x;,y;). The errors in the pixels
of a 4 x 4 pixel pattern are uncorrelated, and can be successfully
reduced by a low-pass filter of the same size. Thus, interleaved
sampling using a 4 x 4 pixel pattern multiplies the effective sample
number by 16 but has only the added cost of a box-filtering with a
4 x 4 pixel window (Figure 4).

Note that the assumption that low-pass filtering reduces the error
is valid only if the same surface is visible in neighboring pixel. If
other surfaces being at significantly different distances and in dif-
ferent illumination conditions occupy the neighboring pixels, then
their ambient transfer function estimates should not be included into
the current pixel. Thus, we also check whether or not the depth dif-
ference of the current and the neighbor pixels exceeds a given limit.

If it does, then the neighbor pixel is not included in the averaging
operation.

8 samples, 430 FPS

8 samples, 299 FPS

Figure 5: Comparison of the obscurance results without interleaved
sampling (left) and with interleaved sampling (right).

4.3 Using the distance to the surface

The method of the previous section uses the average results of con-
tainment tests to approximate the ambient transfer integrals, that is,
it examines whether a test point is in the inner or the outer part with
respect to a surface. However, we have more information avail-
able that can be used to increase the accuracy of the approximation.
Namely, in practical cases, not only are we able to classify a point as
inner or outer, but we can also determine the distance of a test point
and the surface along a given direction. In our particular methods,
this direction will be parallel with axis z. When the content of the z-
buffer defines the separation, the z-direction is the viewing direction
in clipping space. Reading the depth value with the x,y coordinates
of the test point provides the required threshold z*. If the character-
istic function is defined by height field h(x,y), then z* = h(x,y) is
the threshold.

A simple and straightforward application of this distance informa-
tion is to eliminate false silhouette shadows showing up in depth
map based methods (Figure 6). Suppose that a “foreground” object
is in front of a background object and their distance is greater than
R, and we inspect a pixel in which the background object is visi-
ble but its neighbors belong to the front object. When the ambient
transfer value of the background is estimated, sample points in its
neighborhood would quite probably fail the depth test, so the front
object would darken this point, i.e. its silhouette would cast a fake
shadow. However, since their distance is greater than R, this darken-
ing should not happen. This problem can be solved by checking the
difference of the stored depth value z* and the depth z of the sample
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Figure 6: False silhouette shadow caused by a foreground object
being far from the shaded surface. Note that the wall of the corridor
is far from the door, so no shadow should be cast.

point, and reporting a point to be occluded only if R > z—2z* >0
(Figure 4.3).

Figure 7: Images without (left) and with silhouette edge elimination
(right).

5 Implementation

The run-time of the proposed ambient transfer function calculation
is implemented as a post-processing pixel shader. The shader re-
turns a float4 variable, where the “rgb” channels store the denom-
inator of the ambient transfer function and the “a” channel stores
the enumerator (equation 9). The calculation uses the depth buffer
(depthMap) storing camera space z values and also the surface nor-
mal. The tangent and binormal vectors, and matrix TBN transform-
ing from tangent space to camera space are reconstructed from the
stored normal. The shader gets the current point’s position in tex-
ture space (wPos) and in camera space (cPos). For interleaved sam-
pling, the shader also uses pixel coordinates of the point. The ran-
dom rotation is obtained from texture noiseMap, and is multiplied
to the tangent to camera space transformation.

The offsets of equation 8 are obtained from constant array XYZ, and
are used to shift the point in tangent space, which is then trans-
formed to camera space (sCPos) and to texture space (sSPos),
where depth sDepth is read from the depth buffer. Finally, equa-
tion 9 is evaluated according to the result of depth comparisons.

The following shader program uses just a single sample in each ray
and does not include silhouette edge elimination, but implements
interleaved sampling:

sampler2D depthMap; // depth map
sampler2D noiseMap; // for interleaved sampling
sampler2D albedoMap; // albedo of visible points

float4 AmbientTransfer(
float2 wPos : TEXCOORDO, // texture space
float3 cPos : TEXCOORD1, // camera space
float4 vPos : VPOS // screen space
) : COLOR {
float depth = tex2D(depthMap, wPos).a;
float3 T, B, N; // Determine tangent space
N = tex2D(depthMap,wPos) .xyz;
T = normalize(cross(N,float3(0,1,0.01)));
B cross(N,T);
float3x3 TBN = float3x3(T, B, N);

// Interleaved sampling

float3 rl = tex2D(noiseMap, vPos.xy/4).xyz;
float3 r3 = float3(0,0,1);

float3 r2 = float3(rl.y, -rl.x, 0);

TBN = mul (float3x3(r1,r2,r3), TBN);

float4d W = float4(n, n, n, 0); // n = count
for (int k = 0; k < n; k++) {
// Transform samples to camera space
float3 sCPos = cPos+mul (XYZ[k] .xyz,TBN)*R;
float4 sSPos = mul(sCPos, projTexMatrix);
sSPos.xy = sSPos.xy / sSPos.w;
float sDepth = tex2D(depthMap, sSPos.xy).a;
// Compare sample depth with depth buffer
if (sDepth >= sCPos.z - bias) W.a += 1;
else W.rgb -= tex2D(albedoMap, sSPos.xy);
}
return W;

}

In case of interleaved sampling, this shading pass is followed by
low pass filtering.

6 Results

The proposed methods have been implemented in DirectX/HLSL
environment and their performance has been measured on an
NVIDIA GeForce 8800 GTX GPU at 800 x 600 resolution.

Figure 6 compares images rendered with the proposed model to the
result of only environment lighting. We used two samples for each
ray. The scene consists of 415.000 polygons and is rendered at 180
FPS with constant shading and 100 FPS with the proposed ambient
transfer calculation.

The proposed ambient transfer function W (equation 6) is compared
to environment lighting and using obscurances O (equation 5) in
Figure 7. The average albedo of the texture of the carved object
is (0.6,0.3,0.3) on the wavelengths of primary colors. Note that
the unrealistic darkening of the obscurances is eliminated by the
application of the new ambient transfer function.

Here we checked occlusions using the displacement map of the sur-
face rather than the z-buffer. In fact, we can also combine the two
techniques. The z-buffer based obscurances are responsible for oc-
clusions of other objects, while the height field based obscurances
handle self-shadowing. Note that this way the obscurances value
can be obtained for displacement mapped surfaces even if the depth
value is not modified in the fragment shader, and the accuracy prob-
lems of the z-buffer are also eliminated.
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Figure 8: A harbor rendered with environment lighting only and with the proposed ambient transfer function (100 FPS at 800 x 600 resolution

on an NV8800 GPU).

7 Conclusions

This paper proposed a general ambient illumination model that
mimics not only local occlusions but also multiple scattering around
the shaded point and thus reduces the excessive darkening of ob-
scurances or ambient occlusion models. All these effects are sum-
marized in the proposed ambient transfer function. We also con-
sidered a fast method for the computation of the ambient transfer
function, which replaces ray-tracing by containment tests done on
height fields or on the z-buffer. Finally, we discussed further im-
provements such as the application of interleaved sampling and the
elimination of false silhouette shadows.
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